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A B S T R A C T

Large language models (LLMs) can complete general scientific question-and-answer, yet they are constrained by 
their pretraining cut-off dates and lack the ability to provide specific, cited scientific knowledge. Here, we 
introduce Network for Knowledge Organization (NEKO), a workflow that uses LLM Qwen to extract knowledge 
through scientific literature text mining. When user inputs a keyword of interest, NEKO can generate knowledge 
graphs to link bioinformation entities and produce comprehensive summaries from PubMed search. NEKO 
significantly enhance LLM ability and has immediate applications in daily academic tasks such as education of 
young scientists, literature review, paper writing, experiment planning/troubleshooting, and new ideas/hy-
pothesis generation. We exemplified this workflow’s applicability through several case studies on yeast 
fermentation and cyanobacterial biorefinery. NEKO’s output is more informative, specific, and actionable than 
GPT-4’s zero-shot Q&A. NEKO offers flexible, lightweight local deployment options. NEKO democratizes arti-
ficial intelligence (AI) tools, making scientific foundation model more accessible to researchers without excessive 
computational power.

1. Introduction

Biomanufacturing has a potential US market of over 30 billion dol-
lars annually (2023 Government Accountability Office report). How-
ever, a primary challenge that needs urging solutions is the high cost to 
develop cellular factories that meet commercially relevant performance. 
Biological systems are complex and there are many important levers (e. 
g. genetic regulations, enzyme functions, cellular metabolism, and 
extracellular conditions) that need to be analyzed and tuned to engineer 
a desired phenotype (i.e., design-build-test-learn cycles for bioprocess 
development) (Liao et al., 2022). Therefore, a holistic knowledgebase 
for bioprocess development is essential. Currently, vast amount of syn-
thetic biology and biomanufacturing literatures have been published. A 
PubMed search of “synthetic biology or metabolic engineering” queries 
generated ~125,000 publications, which offers wealthy bioinformation. 
The pressing need for efficient knowledge integration has coincided 
with the advent of large language models (LLMs) (Bai et al., 2023; 
OpenAI, 2023), which now facilitate rapid text information processing. 
Notably, recent advances in retrieval-augmented generation (RAG) have 

made LLMs powerful tools for information processing and knowledge 
mining from text (Jiang et al., 2023; Lewis et al., 2020; Ni et al., 2024). 
While general-purpose pretrained LLMs can provide answers to scien-
tific inquiries (Stribling et al., 2024), encapsulating infinite knowledge 
within LLM’s finite parameter space remains an inherent challenge 
(Martino et al.; Sun et al., 2023). Therefore, LLM needs a database and a 
RAG pipeline to store and distillate factual knowledge. Knowledge 
graphs have emerged as a promising solution, offering an intuitive 
representation and knowledge synthesis that is interpretable by both 
LLMs and humans (Pan et al., 2024; Yang et al., 2023). The synergy 
between LLM and knowledge graph construction can help scientists 
collect key information and make informed decisions on research.

This study introduces NEKO, a Knowledge Graph workflow to 
enhance generative AI for extracting trustworthy knowledge from the 
literature. Exemplified through case studies, NEKO demonstrates broad 
applicability in data collections and information distillations from 
diverse reliable sources (Fig. 1). First, NEKO helps scholars to quickly 
inquire into a research topic or scientific question by combining, 
distillate and organize information from multiple articles. Second, 
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NEKO can solve logic problems and generate new ideas or hypothesis to 
be tested by connecting key concepts and synthesizing holistic knowl-
edge from closely relevant articles. Third, it can help experiment plan-
ning and troubleshooting by presenting all past considerations in a 
systematic way. Therefore, NEKO can not only accelerate the learning 
and training process of synthetic biology researchers, but also assist 
them to write literature review, prepare research proposal, and optimize 
experimental design. NEKO is compatible with any instruction- 
following LLM, including proprietary models like GPT-4 (from 
OpenAI) (OpenAI, 2023) and open-source alternatives like Qwen (from 
Alibaba) (Bai et al., 2023). Recently, the concept of foundation model 
(Bommasani et al., 2021; Qin et al., 2023) becomes a new research in-
terest due to its specialized knowledge in various fields. NEKO is a 
lightweight application that anyone can construct synthetic biology 
foundation model according to specific needs. Developed using 
beginner-friendly Python code, the entire workflow is readily accessible 
via GitHub.

2. Methods

Code availability. The codes and examples used in this study are 
deposited in this GitHub repository: https://github.com/xiao-zheng 
yang/NEKO.

Web-based literature search. This workflow starts with online 
literature search. This step is compatible with any web-based databases 
with application programming interface (API) services. In this study, we 
used PubMed and arXiv as examples. User of NEKO input a search 
keyword into corresponding API, and the API would return the article 

title and abstract. The search result was saved in an article list excel file. 
This workflow also applies to PDF files. After downloading research 
articles in PDF, the files were read and divided into 1000 words seg-
ments. Then these texts were passed to the next step.

LLM text processing. LLMs were used to process the text from API 
search or from downloaded PDFs. LLMs with strong retrieval augmented 
generation (RAG) capabilities were recommended. In this study, we 
demonstrated with Qwen1.5 (developed by Alibaba, China), but we also 
provided codes compatible with GPT-4. Qwen1.5-72B-chat were 
downloaded from Hugging Face and deployed on a high-performance 
computing cluster with Nvidia A100 GPUs. The text from previous 
step were sequentially input into LLM with the following system prompt: 

“You are specialized for analyzing scientific paper abstracts, focusing 
on identifying entities causal relationships related to biological 
studies, such as performance, species, genes, methods of genetic 
engineering, enzymes, proteins, and bioprocess conditions (e.g., 
growth conditions). You output the identified causal relationships 
between entities in combination pairs. The output strictly follows the 
format: (Entity A, Entity B), (Entity C, Entity D) … with no additional 
text.”

User can customize this prompt based on specific needs. This prompt 
is a general prompt for synthetic biology studies. We also included a 
specific prompt example focused on gene expression/deletion and cell 
response in our GitHub page. The response from LLM was processed by 
the Word2Vec method (Rong, 2014). A word embedding from 
sentence-transformers (Reimers and Gurevych, 2019) was used to 
identify and combine entities with same meanings. The processed lists of 

Fig. 1. NEKO: a universal knowledge mining workflow. (a) NEKO’s logo and workflow illustration. (b) Knowledge graph has two regions, core and peripheral. (c) 
Applications in academic tasks. (d) LLM augmented with academic database is a more economical choice for researchers. Pretraining LLM requires thousands of GPUs 
and months of training time, while our RAG work flow requires minimal GPU resource.
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entities were saved and passed to the next step.
Knowledge graph visualization. Each pair of entities indicates 

their causal relationship. An open-source Pyvis package (Perrone et al., 
2020) was used to construct knowledge graph. The nodes represent 
entities, while edges (lines connecting nodes) are labeled as the article 
title as citation/source.

Keyword search and summarization. After obtaining the 

knowledge graph, it is recommended to search for a keyword and filter 
the knowledge graph for cleaner visualization. The entities/nodes 
related to the search keyword were extracted and input into LLM for 
summary report generation. LLMs with good reasoning ability, such as 
GPT-4 and Qwen1.5–32B/72B, are recommended.

Problem solving and hypothesis generations. After obtaining 
summary reports about relevant concepts, these reports were combined. 

Fig. 2. Compare NEKO and ChatGPT zero-shot Q&A. The topic is to write a summary of production of β-carotene in Y. lipolytica.
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NEKO leverages the inference capabilities of LLMs to propose novel 
research plans and hypotheses. In the cyanobacterial nitrogen fixation 
example, concepts of Anabaena sp. nitrogen fixation and common bio- 
fertilizer formulation were input to Qwen1.5–72B. The LLM inference 
gives a brief description of potential research directions and hypotheses, 
which are evaluated by human researchers.

3. Results

NEKO (Fig. 1a) is a generative AI tool which can be a companion for 
synthetic biology researchers. Using Y. lipolytica PubMed abstract 
knowledge mining as a demonstration (Fig. 1b), we plotted all infor-
mation on a single knowledge graph. We identified two main regions: 
the core knowledge region at the center, which encapsulates common 

Fig. 2. (continued).
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research topics and interconnected knowledge from various articles, 
critical for tasks such as process optimization and scale-up in bio-
production applications. The peripheral knowledge region contains 
fewer common topics. Researchers are encouraged to integrate this pe-
ripheral knowledge with the core by conducting experiments. We 
demonstrated NEKO’s applicability in academic tasks through several 
case studies (Fig. 1C). This method of augmenting LLM with existing 
academic infrastructure is a more economical choice. Users can locally 
deploy NEKO and quantized LLM even on consumer-level desktops, with 
as little as 24 GB GPU RAM (Nvidia RTX 3090 or 4090). Compared to 
pretraining science LLM, NEKO saves tremendous time and monetary 
costs (Fig. 1d).

We choose Qwen as an example LLM in this study due to its excep-
tional Retrieval Augmented Generation (RAG) ability. With 14B pa-
rameters, Qwen can achieve comparable RAG score as GPT-4 
(QwenTeam, 2024). The use of local LLM is more economical and safer 
for copyright materials. It can bypass the request rate limitation of 
OpenAI API. Interestingly, during our practical deployment of NEKO, we 
found that Qwen1.5 is as good as GPT-4 in terms of instruction 
following, scientific reasoning, and the comprehensiveness of responses. 
To date, there was few Qwen application journal articles, leading us to 
conclude that Qwen1.5 is an underappreciated yet reliable LLM for 
practical applications. The field of LLM/AI is evolving very fast. During 
publishing our article, Qwen2.5 was released with better RAG capabil-
ities compared to its predecessor (Yang et al., 2024). User can easily 
substitute new LLM using the same Hugging Face transformers 
framework.

3.1. Case study 1: knowledge acquisition and distillation on β-carotene 
production in Y. Lipolytica

NEKO can help researchers quickly acquire up-to-date knowledge 
about one research topic. To illustrate, NEKO rapidly read more than 
200 research articles in PDF files and produce a knowledge base for the 
oleaginous yeast Y. lipolytica. When searching for β-carotene production 
in Y. lipolytica, NEKO’s analysis pinpointed relevant nodes, with the 
summary presented in Fig. 2. NEKO also produced a knowledge graph 
illustrating the connections between knowledge entities (Fig. S1). Users 
can click one line connecting two nodes and view the title of the article 
containing the knowledge connection. Compared to ChatGPT-4 zero- 
shot Q&A, NEKO gave 200% more gene targets, 200% more strain en-
gineering strategies, and 57% more bioprocess cultivation conditions, 
with knowledge from 37 reliable peer-reviewed sources (Table 1). We 
also did a negative control by using base LLM Qwen1.5 to write a 
summary about β-carotene production in Y. lipolytica (Fig. S2). Qwen1.5 
only gave general optimization suggestions like GPT-4 did. This dem-
onstrates that without NEKO knowledge mining workflow, the LLM does 
not has specific knowledge about β-carotene production. NEKO aug-
ments the LLM by providing a light-weight knowledge database.

Another information-intensive academic task is experiment planning 
and troubleshooting. We illustrate this through NEKO’s ability to syn-
thesize experiment procedures and actionable insights. For example, 
when aiming to genetically engineer Y. lipolytica, user needs to obtain 
the procedures for strain transformation. NEKO provided a detailed, 
step-by-step methodological guidance (Fig. S3), including specific DNA 
amount used (2 μg), procedure name (LiAc or electroporation), selection 

markers (hygromycin resistance or ura3d4 defective allele), etc. Take 
another example, assume the user is having trouble expressing GGPPS, 
an essential enzyme in β-carotene synthesis pathway. NEKO can search 
for information regarding to GGPPS and compile a report with sugges-
tions to troubleshoot this scenario (Fig. S4). We noticed that GPT-4’s 
suggestions were heavily templated. When given another β-carotene 
production gene CarRP (Fig. S5), GPT-4’s suggestions were very similar 
to GGPPS’s case. Contrasting NEKO’s outputs with GPT-4’s templated 
responses highlighted NEKO’s ability to generate pertinent suggestions 
based on mined knowledge.

3.2. Case study 2: literature review of non-model species Rhodosporidium 
toruloides

Literature review is one of the time-consuming academic tasks, and 
we demonstrated NEKO’s quick application in review paper writing in 
this case study. Rhodosporidium toruloides is gaining research attention 
recently for its high lipid content and native carotenoid production. We 
applied NEKO to R. toruloides article abstracts (total 392 articles) on 
PubMed. By visualizing the knowledge graph and comparing with 
Y. lipolytica (Fig. S6), R. toruloides literature is still at its early stage of 
research. The knowledge from studies is disconnected from each other. 
After LLM summarization (Fig. 3 and Fig. S7), NEKO identified trending 
research areas, including genetic engineering, metabolic pathway, 
adaptive evolution experiments, and biochemical production. More-
over, NEKO enables users to refine their searches by specifying target 
products. For instance, focusing on lipid production yielded a detailed 
breakdown of the research topic (Fig. S8). NEKO excels at providing 
details like strain engineering gene targets and fermentation conditions. 
Overall, NEKO provides a framework for users to organize the knowl-
edge and structure their review paper writing. By further inspecting the 
article list and entity list, users can produce rich and precise literature 
study.

3.3. Case 3: hypotheses generation and new theory for exploration

Being able to summarize literature information is part of a competent 
synthetic biology foundation model. In this case study, we demonstrate 
that LLM can do inference and propose new hypotheses given relevant 
concepts. In essence, relevant concepts were “prompts” for LLM to 
generate new experiment plan. For example, we are interested in engi-
neering a nitrogen-fixing cyanobacteria Anabaena sp. to produce gua-
nidine and urea as bio-fertilizers. We combined relevant concepts of 
Anabaena sp. nitrogen fixation and common bio-fertilizer formulations. 
The LLM Qwen1.5–72B can do inference and write a brief research 
proposal and experiment plan (Fig. 4, Fig. S9). Interestingly, same as our 
research plan, this workflow correctly identified gene targets as nitro-
genase, arginine decarboxylase (ethylene-forming enzyme), and urease. 
Compared to GPT-4 zero-shot Q&A in Fig. S10, NEKO pointed out that 
urea and guanidine are more stable than ammonia, and they are suitable 
for long term storage and transportation. The proposed experiments for 
cyanobacterial production of guanidine are detailed, incorporating tools 
like CRISPR-Cas9, metabolic engineering, and dynamic expression 
control systems. In terms of project deliverables, NEKO’s report had a 
thorough plan that includes in vitro and in vivo characterization, field 
trials, and an economic/environmental evaluation, offering a more ho-
listic project design than GPT-4’s zero-shot Q&A.

4. Discussion

NEKO can compile massive literature reports, fill knowledge gap, 
remove redundant data, and connect information streams, which can be 
used to collect both features and targets from literature for developing 
standardized datasets (Xiao et al., 2023). NEKO can be widely used for 
Synthetic biology research. It distinguishes itself from other 
knowledge-based Q&A platforms by overcoming the context length 

Table 1 
Compare NEKO and ChatGPT zero-shot Q&A.

NEKO workflow GPT-4 zero-shot Q&A

Quantifiable knowledge 3 0
Gene targets 12 4
Strain engineering strategies 12 4
Cultivation conditions 11 7
Reliable sources and citations 37 0
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Fig. 3. NEKO processes R. toruloides publications on PubMed and produced a quick research topics review.

Fig. 4. Based on the knowledge mining of NEKO, LLM can perform inference and give new research plan about new compounds production pathway.
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limitations of LLMs without directly reading article texts. All NLP tools 
used in this study are off-the-shelf, without the need for pretraining. 
NEKO is compatible with any LLM, although the effectiveness is influ-
enced by the LLM’s ability to follow instructions and its RAG capabil-
ities. Generally, LLMs with a higher number of parameters tend to 
perform better in identifying causal relationships and generating logical 
summary reports. When using Qwen1.5–72B running on 4*A100 GPUs, 
NEKO can process about 300 PubMed abstracts in 1 h. It seems that GPU 
memory (GPU RAM) and CPU computation are the limiting factors. If 
using GPT-4, user’s API request rate is subject to OpenAI policies. Our 
preliminary findings indicate that NEKO typically offers more factual 
information compared to GPT-4. However, users are advised to verify 
important information. We also applied this workflow to other disci-
plines such as computer science. By modifying the knowledge mining 
prompt, NEKO was capable of produce a mini review of recent knowl-
edge retrieval studies on arXiv (Fig. S11). In general, NEKO works with 
any online article database with API services. Users need to modify the 
knowledge mining prompt based on their specific needs.

As academic research grows in complexity and increasingly spans 
multiple disciplines, researchers are investing substantial time in liter-
ature review and knowledge acquisition. NEKO addresses this challenge 
by streamlining literature study tasks, enabling knowledge synthesis 
from literature (Kastner et al., 2012; Whittemore et al., 2014). This trend 
towards continuously interacting research with LLM represents a new 
common. We envision a roadmap for three tiers of science AI and LLM 
knowledge synthesis (Fig. 5). Currently most pretrained LLMs are at tier 
2, and they can answer general scientific questions based on pretraining 
text corpus. NEKO is at tier 1. It can output summary reports based on 
literature search and give reliable cited knowledge. To some extent, it 
can help guide experiments in the physical world. It serves as a “human 
prompter” by brainstorming potential experiment plans. The top tier 0 is 
one of the ultimate development goals for science foundation models, 
which can provide quantitative feasibility score based on human eval-
uation and experiment feedback. However, there are challenges asso-
ciated with this goal. First, data generated by experiments are 
multi-modal, and it is difficult to integrate multi-omics datasets by 
text LLM only (Bi et al., 2024; Xu et al., 2024). Multi-modal LLM should 
be able to process images, videos, and data plots, minimizing manual 
efforts for data curation. Second, the inherent variability of experiment 
(Gilman et al., 2021) requires standardized workflow to facilitate 
effective feedback loops between practical research and LLM inferences. 
Third, biological systems are chaotic and subject to the influence of 
experiment initial conditions (Elowitz et al., 2002; Paulsson, 2005; Raj 
and Van Oudenaarden, 2008), so the notion of creating an omniscient AI 
Laplace’s demon is not feasible. A pragmatic approach acknowledges 
these limitations, focusing on the integration of AI within a defined set of 
constraints and assumptions. The key is to integrate knowledge mining 
workflow with physical world, and NEKO provides a lightweight 
deployment example for integrating LLM with routine education and 
academic tasks. During the drafting of our article, Microsoft released 
GraphRAG, a state-of-the-art knowledge graph generation tool. While 
NEKO and GraphRAG share similar concepts, we emphasize NEKO’s 
simplicity and its advantage for local deployment. NEKO’s simplicity 
brings trustworthiness and all steps in the workflow is fully traceable. 
More importantly, GraphRAG or OpenAI are not easily accessible in 
certain countries (e.g., China). In contrast, NEKO uses an open source 
LLM Qwen, which may serve broader synthetic biology community with 
low costs.

5. Conclusion

NEKO is a low-cost and in-house pipeline for knowledge graph 
construction. It improves LLM performance by extracting synthetic 
biology information and connecting relevant knowledge entities from 
the literature. NEKO also shows potentials to design synthetic biology 
experiments and generate new research hypotheses. In the future, we 

will test this knowledge mining workflow coupled with experiment 
feedback, facilitating design-build-test-learn (DBTL) cycles and offering 
a foundation model for synthetic biology applications.
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